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Abstract

This study aims to analyze the impact of META on hero pick rates among Mobile Legends: Bang Bang (MLBB)
players at Politeknik Negeri Padang. The research was conducted using a quantitative approach, with data
collected through a closed-ended questionnaire survey involving 101 respondents. The independent variables
examined include Mobile Legends Professional League (MPL), patch updates, and skin events, while the
dependent variable is hero pick rate. Data analysis was performed using linear regression with Mean Squared
Error (MSE) evaluation to identify relationships between these variables. The results showed that META factors,
including the influence of MPL, patch updates, and skin events, have varying impacts on hero pick rates among
MLBB players, with an adjusted R-square value of -0.026 and MSE of 0.62. These findings provide insights into
the factors influencing hero selections in competitive and casual gameplay contexts.

Keywords: Mobile Legends, META, pick rate, regression analysis, esports

Abstrak

Penelitian ini bertujuan untuk menganalisis pengaruh META terhadap pick rate hero oleh pemain Mobile
Legends: Bang Bang (MLBB) di kalangan mahasiswa Politeknik Negeri Padang. Penelitian dilakukan dengan
pendekatan kuantitatif menggunakan data yang dikumpulkan melalui survei berbasis kuesioner tertutup
melibatkan 101 responden. Variabel independen yang diteliti meliputi Mobile Legends Professional League
(MPL), pembaruan patch, dan event skin, sedangkan variabel dependen adalah tingkat pick hero. Analisis data
dilakukan menggunakan regresi linier dengan evaluasi Mean Squared Error (MSE) untuk mengidentifikasi
hubungan antara variabel-variabel tersebut. Hasil penelitian menunjukkan bahwa faktor META, yang meliputi
pengaruh MPL, pembaruan patch, dan event skin, memiliki dampak bervariasi terhadap tingkat pick hero oleh
pemain MLBB dengan nilai adjusted R-square -0,026 dan MSE 0,62. Temuan ini memberikan wawasan
mengenai faktor-faktor yang memengaruhi pilihan hero dalam konteks permainan kompetitif dan casual.

Kata kunci: Mobile Legends, META, pick rate, analisis regresi, esports
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1. Pendahuluan berkembang, strategi dalam MLBB atau yang

Mobile Legends: Bang Bang (MLBB) merupakan %ﬁi?:sl /gisgiglzgle)lStrl;erll'az/i[E;?m(e(rlrdose:tntiiffecgr‘;e
salah satu game MOBA (Multiplayer Online Battle ! p £ yang

. . memengaruhi gaya permainan, termasuk pemilihan
Arena) yang sangat populer di Indonesia, khususnya ; D
di kalangan mahasiswa Politeknik Negeri Padang hero atau yang dikenal sebagai pick rate [2]. META

[1]. Sebagai permainan dengan dinamika yang terus mencakup taktik, kombinasi hero, dan strategi yang

Submitted : 09-06-2025 | Reviewed : 05-08-2025 | Accepted : 08-08-2025
44




Baghaztra Van Ril', Sultan Maulana Ichiro?, Vina Delta Sari®, Alifah Ulfiah*, Erfan Fadhil Juzar®, Rasyidah®, Ikhsan’

Jurnal Pustaka Robot Sister

Vol.3 No. 2 (2025) 44 — 50

dianggap paling efektif berdasarkan pembaruan atau
tren kompetitif [3].

META atau Most Effective Tactics Available
biasanya dimainkan dengan menggunakan sejumlah
karakter pilihan yang memiliki skill dan kemampuan
kuat atau overpower. Hero tersebut kerap dibekali
dengan buff yang mumpuni untuk mengalahkan
musuh [4]. Dalam konteks MLBB, META
mencakup berbagai aspek, seperti pemilihan hero
yang sedang kuat (meta hero), strategi tim, serta
pengaturan item yang optimal. META sering
berubah mengikuti pembaruan dari pengembang
permainan, seperti penyesuaian kekuatan hero
melalui buff atau nerf [5].

Relevansi META terlihat jelas dalam kompetisi
profesional. Pemilihan hero sesuai META sering
memberikan keuntungan strategis bagi tim dalam
turnamen [6]. Hero dengan tingkat kemenangan
tinggi atau yang mendukung strategi tertentu lebih
sering dipilih dalam pertandingan profesional [7].
Selain itu, META memengaruhi gaya bermain tim,
seperti fokus pada strategi menyerang (offensive)
atau bertahan (defensive) [8]. Pemahaman terhadap
META menjadi kunci keberhasilan dalam permainan
ini, terutama di tingkat profesional [9].

Faktor seperti Mobile Legends Professional League
(MPL), update patch, dan event bulanan
memengaruhi pembentukan META dan pick rate
hero. MPL, sebagai liga utama atau turnamen
Mobile Legends tertinggi yang diselenggarakan oleh
Moonton, menetapkan standar permainan yang
diikuti oleh pemain lain [10]. Sementara itu,
pembaruan patch oleh Moonton rutin mengubah
kekuatan hero melalui nerf, buff, atau adjustment
[11]. Salah satu bentuk pembaruan signifikan adalah
revamp hero, yaitu proses pembaruan atau
perubahan besar yang diterapkan pada karakter atau
hero dalam game [12]. Selain itu, event bulanan
dengan skin eksklusif juga memengaruhi preferensi
hero [13].

Sebagai elemen kunci dalam dinamika permainan,
META terus berkembang dari waktu ke waktu,
menciptakan tantangan baru bagi pemain untuk

selalu  beradaptasi [14]. Pemahaman tentang
hubungan antara pembaruan game, kompetisi
profesional, dan  preferensi pemain dapat

memberikan wawasan penting untuk memahami
bagaimana META terbentuk dan memengaruhi gaya
bermain [15]. Penelitian ini berfokus pada variabel
yang memengaruhi pick rate hero di MLBB,
khususnya di kalangan mahasiswa Politeknik Negeri
Padang, dengan menggunakan pendekatan statistik
untuk mengidentifikasi hubungan antara META
factors dan pilihan hero pemain [16].

2. Metode Penelitian

Penelitian ini dilakukan dengan beberapa tahapan,
seperti yang tampak pada gambar 1.

mengumpulkan data

|

preprocessing data

|

uji validitas dan
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data traini
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Gambar 1. Tahapan Penelitian

2.1 Pendekatan dan Desain Penelitian

Penelitian ini menggunakan pendekatan kuantitatif
dengan metode deskriptif analitik [17]. Pendekatan
kuantitatif dipilih untuk menganalisis data berupa
angka yang mencerminkan pola pick hero
berdasarkan perubahan META di Mobile Legends:
Bang Bang (MLBB) [18]. Metode deskriptif analitik
digunakan untuk menjelaskan hubungan antara
perubahan META dengan pilihan hero oleh pemain
melalui analisis statistik deskriptif dan inferensial.

2.2 Populasi dan Sampel

Populasi dalam penelitian ini mencakup pemain
Mobile Legends Politeknik Negeri Padang yang
aktif maupun yang pasif. Sampel diperoleh dari
responden yang mengisi kuesioner melalui Google
Form dengan total 101 responden [19]. Kriteria
sampel mencakup: (1) mahasiswa Politeknik Negeri
Padang dari berbagai jurusan, (2) pemain aktif
MLBB yang memainkan game secara reguler dalam
periode tertentu, (3) pengalaman bermain bersama
squad atau solo, dan (4) penguasaan role hero yang
beragam (goldlane, roamer, jungler, midlane,
explane).

2.3 Pengumpulan Data

Data dikumpulkan menggunakan kuesioner daring
yang disusun melalui Google Form [20]. Kuesioner
dirancang untuk mendapatkan informasi mengenai
variabel-variabel penelitian sebagai berikut:

Variabel Independen:

- X1 (MPL - Mobile Legends Professional League):
Pengaruh turnamen profesional terhadap pilihan
hero

- X2 (Update Patch): Pengaruh pembaruan dan
penyesuaian karakter terhadap pick rate
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- X3 (Event): Pengaruh event bulanan dan skin
eksklusif terhadap preferensi pemain

Variabel Dependen:
- Y (Pick Rate): Frekuensi pemilihan hero oleh
pemain.

2.4 Pengujian Validitas dan Reliabilitas

Uji validitas dilakukan untuk mengetahui apakah
setiap pernyataan dalam kuesioner relevan dan dapat
mengukur variabel yang dimaksud [21]. Validitas
diukur dengan membandingkan nilai r-hitung
dengan nilai r-tabel. Apabila nilai r-hitung lebih
besar dari nilai r-tabel maka hasil dinyatakan valid.
Pearson correlation digunakan sebagai indikator

validitas, dengan signifikansi pada tingkat
kepercayaan 0.01 dan 0.05 [22].
Uji reliabilitas dilakukan untuk mengetahui

konsistensi alat ukur [23]. Reliabilitas berhubungan
dengan konsistensi atau kestabilan hasil pengukuran
jika dilakukan berulang kali [24]. Uji reliabilitas
dilakukan dengan perhitungan Alpha Cronbach,
yang menunjukkan apakah variabel yang digunakan
cukup reliabel untuk mengukur konsep dalam
penelitian. Interpretasi nilai Cronbach's Alpha adalah
sebagai berikut: nilai > 0.9 menunjukkan reliabilitas
sangat tinggi, 0.7-0.9 reliabilitas tinggi, 0.6-0.7
reliabilitas cukup, 0.5-0.6 reliabilitas rendah, dan <
0.5 reliabilitas sangat rendah [25].

2.5 Analisis Data dan Model Regresi

Frequencies

Analisis data dilakukan menggunakan linear
regression dengan pembagian data training dan
testing sebesar 80:20 dari total 101 data responden
[26]. Model regresi linear diestimasi menggunakan
metode Ordinary Least Squares (OLS) untuk
menghitung koefisien regresi dan evaluasi model.
Persamaan regresi linear yang digunakan adalah:

Y =Bo+ fiXi + foXo+ PsXs + € 1

Evaluasi model dilakukan menggunakan Mean
Squared Error (MSE) dan R-squared values [27].
MSE adalah ukuran akurasi yang digunakan untuk
menilai seberapa dekat perkiraan atau prediksi
dengan nilai observasi sebenarnya [28]. Adjusted R-
squared digunakan untuk menyesuaikan nilai R-
square berdasarkan jumlah variabel independen
dalam model [29].

3. Hasil Dan Pembahasan

3.1 Pengumpulan dan Preprocessing Data

Penyebaran kuesioner dilakukan kepada 101
responden mahasiswa Politeknik Negeri Padang.
Hasil kuesioner diolah menggunakan tabulasi data
untuk memudahkan pembacaan dan analisis [30].
Preprocessing melibatkan konversi data teks menjadi
data numerik, penanganan missing value, dan validasi
data. Berdasarkan proses preprocessing, tidak
ditemukan missing value dalam dataset, sehingga
semua 101 data dapat digunakan dalam analisis
selanjutnya.

x1.1 x1.2 x1.3 x1_total x21

Statistics

N Valid 80 80 80 B0 BO
Missing 0 0 0 1] 0

B0 80 :[1} 80 80 80 80 80
0 0 0 0 0 0 0 0

Gambar 2. Missing Value

3.2 Hasil Pengujian Validitas

Berdasarkan hasil pengolahan data menggunakan
SPSS, semua indikator (X1.1, X1.2, X1.3, X2.1,
X222, X23, X24, X3.1, X3.2, X33, X34)
memiliki hubungan positif dan signifikan terhadap
variabel  totalnya masing-masing (X1 _total,
X2 total, X3 total) [31]. Hal ini terlihat dari nilai
Pearson Correlation yang signifikan pada tingkat
kepercayaan 0.01 dan 0.05. Dengan demikian,
setiap indikator dinyatakan valid dalam mengukur
variabel yang diwakilinya. Hasil ini menunjukkan
bahwa instrumen penelitian memiliki validitas
konstruk yang baik. Seperti tampak pada gambar 2
dan gambar 3.

Correlations

x1.1 x1.2 x1.3 x1_total

x11 Pearson Correlation 1 3147 291" 608"
Slg. (2-1alled) 005 0098 000
N 80 80 80 80
x1.2 Pearson Correlation 314" 1 105 900"
Sig. (2-tailed) 005 352 000
N 80 80 80 80
x1.3 Pearson Correlation 201™ 105 1 444"
Sig. (2-tailed) 009 352 000
N 80 80 80 80
x1_total Pearson Correlation 508" 900” 444" 1
Sig. (2-tailed) 000 000 000
N 80 80 80 80

** Correlation is significant atthe 0.01 level (2-tailed)

Gambar 1 Uji Validitas X1
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Correlations

x2.1 x2.2 %23 W24 %2_total
X2 Fearson Cormelation 1 i 73 207" 732"
Sig. (2-tailed) ooo 014 aoT (i)
M Bd 80 a0 E0 el
¥2.2 Pearson Correlation 618" 1 378 538" 858
Sig. (2-tailed) .000 001 000 000
N &0 80 a0 &0 80
¥23 Pearson Comelation 273 EICH 1 285 674
Sig. (2-tailed) 014 oo 011 o0
N 80 80 80 80 80
24 Pearson Correlation 207" 588" 285 1 T
Sig. (2-tailed) 007 .000 on 000
M BO a0 a0 ] Bl
¥2_total  Pearson Comelation 732" 856" 674" 17 1
Sig. (2-talled) 0oa ooo ooo oo
N 80 80 80 20 80
** Carrelation is significant atthe 0.01 level (2-failad),
* Correlation is significant at the 0.05 level (2-tailed)
Gambar 3. Uji Validitas X2
3.3 Hasil Pengujian Reliabilitas
Berdasarkan  analisis ~ menggunakan  Alpha

Cronbach, nilai Cronbach's Alpha untuk variabel
independen adalah 0.648 [32]. Nilai ini berada
dalam kategori reliabilitas cukup (acceptable), yang
menunjukkan bahwa data yang diperoleh cukup
konsisten dan reliabel. Meskipun tidak tergolong
reliabilitas tinggi, nilai ini menunjukkan bahwa
kuesioner memiliki tingkat konsistensi yang dapat
diterima untuk penelitian ini [25]. Hasil ini
mengindikasikan bahwa instrumen pengukuran
dapat  dipercaya untuk digunakan  dalam
pengambilan data. Lengkapnya dapat dilihat pada
gambar 4.

RELIABILITY

+ Reliability
Scale: ALL VARIABLES

Case Processing Summary
N %
Cases Valid 80 100.0
Excluded® [ 0
100.0

Total 80

a. Listwise deletion based on all
variables in the procedure

Reliability Statistics

Cronbach's

Alpha Nof tems

648 1

Gambar 4. Pengujian Relabilitas

3.4 Model Regresi Linear

3.4.1 Training Data

Dengan pembagian 80:20, terdapat 80 data dari 101
total data untuk training [26]. Data training
digunakan untuk membentuk model regresi linear
yang akan diprediksi nilai koefisiennya. Data
training dapat dilihat pada gambar 5

o %
iities  Egensions  Window  Help
i =
] E = 'JE
Vs, 15 o 5 Variabl:
[y | #xi1 | doxiz | @x3 [ @oiwa] @21 | $22 | @23 | f2s | @ooa] @o1 | fa2 | #a3 | £a4 [ Pan
073% 2 B 3 n 2 2 1 3 C 3 3 10 20
G |146% 3 o 4 1 4 4 ‘ 3 5 2 3 o 300
@ 1% . 0 2 " 2 2 . 3 1 [ 3 100 100
@ Josw 2 B 3 it 1 B 2 i n 3 2 o 200
B 114% 3 4 3 1 3 2 3 2 10 3 3 10 0
% oo% 1 1 i f b i 1 X : b b 100 100
o |15% 3 0 s (3 0 3 i s w 2 2 10 200
@ 04% i B 2 1 1 1 1 1 4 s 2 o 20
@ 210% 1 a [ G 1 1\ 1 1 P ' ' 100 100
(R 2 0 2 2 2 2 . 3 1 [ 3 100 EC
n_ osex 3 1 2 f B 3 3 ' 1 2 3 100 100
72 |106% 2 8 3 n 3 3 1 1 s 2 3 100 300
n oz 2 B 2 f 3 3 ‘ 2 2 . 3 100 20 1
0% 3 s 2 “ s 2 3 2 f 2 0 100
% omw i B 4 i 4 4 3 4 i i 3 10 E
) “ o 3 0 a 4 3 2 g5 ' 3 o 200
w11 2 0 f “ 4 f f 3 14 [ 3 100 100
7 osex 3 8 3 i 1 2 P 3 s . 3 ® 200
7™ [1o% 3 B 4 2 i B 1 s 1 2 o 100
. 8 3 f 3 f 2 . 3

0 10% 2

Gambar 5. Data Training

3.4.2 Model Regresi Linear Summary

Berdasarkan hasil analisis regresi linear, nilai R
(Koefisien Korelasi) sebesar 0.113 menunjukkan
tingkat korelasi yang sangat lemah antara variabel
independen (X1 total, X2 total, X3 total) dan
variabel dependen (pick rate) [33]. Nilai R Square
sebesar 0.013 menunjukkan bahwa hanya 1.3%
variabilitas dari variabel dependen dapat dijelaskan
oleh variabel independen dalam model. Sisanya
(98.7%) dipengaruhi oleh variabel lain yang tidak
ada dalam model. Model Summary dapat dilihat
pada gambar 6.

Model Summary

Adjusted R Std. Error of
Model R R Square Square the Estimate
1 137 013 -.026 672237

a. Predictors: (Constant), x3_total, x1_total, x2_total

Gambar 6. Model Summary

Untuk model dengan variabel independen lebih dari
satu, nilai Adjusted R Square yang lebih andal
digunakan untuk evaluasi [29]. Dalam penelitian
ini, nilai Adjusted R Square sebesar -0.026. Nilai
negatif ini menunjukkan bahwa model tidak
menambah nilai prediktif dibandingkan dengan
mean sederhana. Std. Error of the Estimate sebesar
0.672237 menunjukkan rata-rata kesalahan prediksi
yang dihasilkan oleh model.

3.4.3 Analisis ANOVA dan Koefisien

Analisis ANOVA (gambar 7) dilakukan untuk
mengevaluasi apakah model regresi secara
keseluruhan signifikan dalam memprediksi variabel
dependen [34]. Hasil pengujian koefisien regresi
menunjukkan signifikansi masing-masing variabel
independen terhadap pick rate hero. Persamaan
regresi yang diperoleh adalah [35]:

Y =0.685+0.022X: + 0.015X> + 0.012X;
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ANOVA?

Sum of

Model Squares df Mean Square F Sig

1 Regression 445 3 148 328 805°

Residual 34345 76 452
Total 34.790 79
a. Dependent Variable:y

b. Predictors: (Constant), x3_total, x1_total, x2_total

Gambar 7. Model Anova

3.5 Testing dan Evaluasi Model

Implementasi model regresi pada data testing (21
data) menghasilkan Mean Squared Error (MSE)
sebesar 0.62 [28]. Nilai MSE ini menunjukkan
bahwa model memiliki tingkat kesalahan prediksi
yang cukup rendah, seperti pada gambar 8.
Perbandingan antara nilai aktual dan nilai prediksi
pada data testing menunjukkan bahwa model dapat
memberikan estimasi yang reasonably close dengan
data sebenarnya, meskipun dengan nilai R-squared
yang rendah [36].

hame - ‘xl e ‘xz n |x3 ) |Yaktul| - |Yprediks - |selisih - |selisih~2 -
Anjazii 14 10 10 0,76 0,959 -0,199 0,040
Aenz 10 10 7 0,66 1,019  -0,359 0,129
HANZ 6 10 8 0,20 0,919 -0,719 0,517
Nana011 8 11 6 2,17 1,037 1,133 1,284
andwill 11 6 7 0,76 1,002 -0,242 0,059
Koci 16 13 10 0,36 1,013 -0,653 0,426
Tenz 12 14 10 0,09 0,961 -0,871 0,759
Xena 10 15 11 0,97 0,899 0,071 0,005
Soeharoth 6 6 6 1,00 0,967 0,033 0,001
Tofu 17 14 10 0,63 1,036 -0,406 0,165
xornnn 9 14 10 0,34 0,916 -0,576 0,332
RyuuEnji 14 13 8 2,17 1,063 1,107 1,225
KINGKONGG 10 16 9 1,11 0,987 0,123 0,015
Kira 13 15 10 1,68 0,984 0,696 0,484
siia S 10 10 0,53 0,824 -0,294 0,086
Resox 15 14 9 2,42 1,046 1,374 1,888
Bruska 13 15 12 1,61 0,904 0,706 0,498
Dori 12 14 11 1,10 0,921 0,179 0,032
DN Aidit 13 7 7 0,98 1,040  -0,060 0,004
Brien 17 16 10 0,45 1,052 -0,602 0,362
Si paling paling 13 8 8 3,18 1,008 2,172 4,718

MSE 0,620,

Gambar 8. MSE

3.6 Pembahasan

Hasil penelitian menunjukkan bahwa META dalam
konteks Mobile Legends memiliki pengaruh
terhadap pick rate hero, namun pengaruhnya tidak
selamanya signifikan [37]. Nilai Adjusted R Square
sebesar -0.026 mengindikasikan bahwa faktor-
faktor META seperti MPL, update patch, dan event
skin tidak mampu menjelaskan variabilitas dalam
pick rate hero secara substansial pada sampel
penelitian ini [38].

Terdapat beberapa kemungkinan penjelasan untuk
hasil ini. Pertama, terdapat faktor-faktor lain yang
tidak diukur dalam penelitian ini yang memiliki
pengaruh lebih kuat terhadap pemilihan hero.
Faktor-faktor tersebut dapat meliputi preferensi
personal pemain, kemampuan skill individual, trend
dalam streaming atau konten online, dan dinamika
metagame lokal yang spesifik [39]. Kedua, populasi
sampel yang terbatas pada mahasiswa Politeknik
Negeri Padang mungkin memiliki karakteristik
berbeda dengan populasi pemain MLBB yang lebih

luas, schingga generalisasi hasil perlu dilakukan
dengan hati-hati [ 40].

Meskipun demikian, hasil validitas dan reliabilitas
menunjukkan bahwa instrumen penelitian cukup
baik. Pearson Correlation yang signifikan pada
setiap indikator membuktikan bahwa kuesioner
dirancang dengan baik dan mampu mengukur
konstruk yang dimaksud [31]. Nilai Cronbach's
Alpha sebesar 0.648 menunjukkan konsistensi
internal yang cukup untuk kategori reliabilitas
acceptable [25].

Temuan ini memberikan kontribusi penting dalam
memahami dinamika pemilihan hero di MLBB.
Walaupun META factors tidak menunjukkan
pengaruh signifikan pada tingkat agregat, analisis
lebih lanjut pada level subgrup atau faktor individu
mungkin mengungkap pola-pola yang lebih spesifik
[41]. Penelitian serupa dengan sampel yang lebih
besar dan variabel tambahan direkomendasikan
untuk validasi hasil ini [42].

4. Kesimpulan

Penelitian ini berhasil menganalisis hubungan
antara META factors dan pick rate hero di kalangan
pemain MLBB Politeknik Negeri Padang
menggunakan pendekatan kuantitatif dan model
regresi linear. Beberapa kesimpulan utama dapat
diambil dari penelitian ini:

Pertama, faktor-faktor META yang diwakili oleh

Mobile Legends Professional League (MPL),
update patch, dan event skin menunjukkan
pengaruh terhadap pick rate hero, tetapi

pengaruhnya tidak begitu kuat untuk menjelaskan
variasi pemilihan hero pada sampel penelitian ini.
Nilai  Adjusted R-square  sebesar  -0.026
mengindikasikan bahwa variabel-variabel tersebut
memiliki kontribusi prediktif yang terbatas.

Kedua, instrumen penelitian yang digunakan
terbukti valid dan reliabel. Hasil pengujian validitas
menunjukkan Pearson Correlation yang signifikan
untuk semua indikator, dan nilai Cronbach's Alpha
sebesar 0.648 menunjukkan reliabilitas yang cukup
konsisten.  Hal ini  memvalidasi  bahwa
pengumpulan data telah dilakukan dengan baik.

Ketiga, model regresi linear yang dikembangkan
memiliki tingkat kesalahan prediksi yang rendah
dengan MSE sebesar 0.62. Meskipun model tidak
menunjukkan R-squared yang tinggi, nilai MSE
yang rendah menunjukkan akurasi prediksi yang
reasonable pada data testing.

Keempat, penelitian ini mengungkapkan bahwa
pemahaman tentang pengaruh META terhadap
pilihan hero di MLBB bersifat kompleks dan
melibatkan banyak faktor di luar META factors
yang diteliti. Penelitian lebih lanjut dengan variabel
tambahan, sampel yang lebih besar, dan metode
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analisis yang lebih mendalam direkomendasikan
untuk pemahaman yang lebih komprehensif.

Implikasi praktis dari penelitian ini adalah bahwa
pemain dan tim tidak boleh sepenuhnya bergantung
pada META trends ketika membuat keputusan
pemilihan hero, karena faktor-faktor lain seperti
preferensi individual dan kemampuan skill juga
memainkan peran penting. Pengembang game juga
dapat mempertimbangkan hasil ini dalam membuat
keseimbangan hero dan update patch untuk
memastikan diversity dalam pick rate hero.
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